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We share data at yt-project.org, and usually 
this means giving access via ssh keys, 
which is moderately annoying.

Then, this data gets downloaded and looked 
at locally.

We wanted to avoid all the annoying bits of 
this by making it easy to upload, and easy to 
analyze the data.





It’s awkwardly sized: not so huge, but not 
emailable.  And it’s bigger than Dropbox 
wants to give out for free.  We get data from 
lots of people from different resources and 
computational access.
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postulate:

for this to be worthwhile, people have to use it.

for people to use it, it must have zero barriers to entry.

for people to love it, it must make hard things easy.

we have to go where people already are.
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Use Case 1:

Large data is stored at NDS-Epiphyte, 
citable, and we want to make analysis 
accessible in a non-interactive fashion.

(submit a script, get a plot)



$ epiphyte run my_script.py
Running…
Job id: 329314821

$ eiphyte get_results 329314821



Use Case 2:

Data is stored at NDS-Epiphyte, and we 
make available interactive analysis and 
visualization of that data.

(IPython notebooks, RStudio, …)





Use Case 3:

Individual research communities store 
collections of data, in front of which they 
want to place compute-heavy webapps.

(Queries, correlations, …)





Use Case 4:

Interactive, collaborative development of 
analysis and visualization of data, 
deployed on NDS-Epiphyte resources.

(coLaboratory, Cloud9 IDE, ...)







● Non-interactive

● Interactive

● Outward-facing

● Collaborative



Cloud
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requirements:

swappable components

open source, open development

standards for interoperability (OAI-ORE)



Inspired by NDS1, we decided to explore 
a Platform-as-a-Service for data analysis.

What could we do with a service oriented 
architecture and sufficient motivation?



Humility.
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Humility.
We must evaluate existing technologies, utilize them 
where appropriate, and remain flexible enough to allow 
future inclusion and utilization.

Dataverse, Docker, DSpace, Globus Nexus, 
InCommon, Invenio, iPlant, iRODS, Medici2, mesos, 

Open Science Framework, ownCloud, 
ResearchCompendia, SciDrive, SEAD, many many 

more...



(demo time)



A Near-Term Vision:
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Storage and documents are easily federated.

ownCloud

Interface
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Interface
Dashboard, collector, 
analysis, collection 
portals



● Non-interactive

● Interactive

● Outward-facing

● Collaborative



Interested?

discuss@nationaldataservice.org
http://bitbucket.org/nds-org/
#nds-epiphyte / chat.freenode.net


