


–  Between INRIA and UIUC 
–  In the context of Blue Waters 
–  Adding soon ANL as partner 
–  2 co-executive directors: Marc Snir  

(ANL, UIUC) and Franck Cappello (INRIA) 
–  3 types of activities: workshops, visits,  

missions + Collaborations: FR, EU, America, ASIA 
–  Productions: Publications and Software 

–  Will last until end of 2013.  
 Working on an extension – JLESC - to other partners 

Google “joint-lab”  first link 



JLPC 

Users (Center for 
Atmospheric research, 

Japan Earth quake, etc.) 

Application developers 

System software R&D 
(Charm++, HDF5, MPICH, 
Integrated System Consol, 
FTI, etc.) 

Algorithm research and 
development (Numerical 
methods, Mapping + load 
balancing, FT, I/O) 

Hardware vendor (CRAY, IBM) 

System practitioners. 

HPC System 

Applications (PRAC): 
-Contagion on very large social networks 

-Earthquake system science 
-Formation of the first galaxies 

ETC. 

Mira 



•  Numerical Algorithms and Libraries 
(Communication avoiding, dynamic scheduling, 
linear algebra, adjoin methods, etc.);  

•  Programming and runtime (parallel languages, 
runtime, multi-threading, process mapping, 
scheduling, communication libraries, etc.)  

•  Resilience (FT-protocols, event log analysis, 
multi-level checkpointing, resilience performance 
modeling, energy consumption, etc. );  

•  System software (monitoring, resource-job 
manager, I/O & file systems, visualization, etc.). 

•  Cloud (HPC Cloud, Fault tolerance, testbed, 
etc.) 



INRIA-Illinois Joint-Laboratory 

3D-FFT Tornado Simulation New fault Tolerance Approaches 

« Application driven »: From Applications to system 
software 

Applications Numerical libraries System Software 

New I/O Approaches 
Earth Quake Simulation 

Climate Simulation New Archiving Approaches 

Linear Agebra 



•  The most efficient way to implement collaborations: Visits! 
 The joint-lab all travel and stay costs. 



Publications: 

 Software being transfered to production:  
•  HELO, ELSA (system event analysis and failure prediction) 
•  Damaris (I/O and visualization) 
•  FTI (fault tolerance Interface, multilevel checkpoint/restart) 



ANL 
UIUC ETH 

INRIA 

JLPC 

Titech 
UVic Tsukuba U. 

BSC 

GRS 
NCAR 

G8 ECS 

Brazil 



•  Session 1 Big Apps, Big DATA - Big I/O  
 I/O, file system, Scientific Data Generator, Visualization 

•  Session 2 Programming Models/Runtime 
 Tri-diagonal Solvers, MPI3, Actor model for Multicore Architectures 

•  Session 3 Numerical algorithms and Methods  
 Automatic tuning, CBM data analysis, Adjoint codes 

•  Session 4 Big Systems  
 OS and Runtime Software for Exascale, Blue Waters 

•  Session 5 Cloud  
 Big Data, Contrail European project, Workflow Scheduling,  

•  Session 6 Resilience 
 Preventive+Proavtive Checkpointing, CIFTS, failure prediciton 



Smaller groups and focus on specific topic 

More like a brainstorming meeting. Try to identify some 2-3 
research issues of common interest.  

Define how the collaboration will be implemented in the next 6 
months. Student visit is the most efficient way. 

The research results will be presented at the next workshop 

Visits could be to UIUC, ANL or France (any INRIA locations) 
The Joint-lab will support visits. 

This is the perfect time to define topic of internships  



Workshop Logistics 1/3 
•  Monday plenary session in 1416 
•  Tuesday and Wednesday sessions in 1416 and 1407 
•  We reconvene Wednesday in 1416 before lunch for 

report and closing 

•  For any question, please ask Janet in the atrium 



Workshop Logistics 2/3 
•  All lunches will take place in this room  

–  Lunch boxes on Wednesday 

•  Breaks will take place in the atrium 
•  Diners (Monday and Tuesday) will take place in 

different restaurants 
•  Buses will bring us to restaurants 



Workshop Logistics 3/3 
•  Presentation: Use your laptop 

•  We collect ALL presentations 
•  Presentations will be stored on the join-lab 

web site. 
•  Please put you presentation on the USB key, 

in pdf format, right after your talk. 






