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Background and motivations
Tsubame 2.0

Transparent GPU Checkpointing

Checkpointing framework

Porting to other architectures
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1217 1 Node 95,07 %
5 3 Nodes 0,39 %

7 4<X<=8 Nodes 0,54 %

5 iIStorage 0,39 %

3 Power outage 0,23 %
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| Jaguar haS ~2'2 Failures in large scale systems
fai I ures per day Reliability of 1 socket (5, 10, 15 years)

= Number of nodes
Increasing

= Number of components

per node increasing O
1 Pflop Nb. of sockets (x1000)
- _Ilgher denSIty K —5years —10years 15 years /

= Fallures more frequent
= The checkpoint frequency must increase
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= Power efficiency K j

= High file system load
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= Disk-based checkpoint will be too expensive

November 22nd, 2010 Forth workshop of the Joint Laboratory 5



H']ulnl. T ' " :: ‘ N




foint Labbrato

* for Petascale Computation &
=il g
’ " - -

100TFlops/1.6PB TSUBAME 1.2
160TFlops/1.6PB

2006
TSUBAME 1.0 2007
85TFlops/1.1PB TSUBAME 1.1 [ 2008 ]

4 2010/11/01 )
TSUBAME 2.0

2.4PFlops/7.1PB
\ BERFDAEZI TSUBAMELOD3OEDERE )

NEW DESIGN Hewlett Packard CPU+GPU Thin Node

* Node: High BW Compute Nodes x 1408

* CPU: Intel Westmere-EP 2.93GHz 12Cores/node

* Mem: 55.8GB (=52GiB)
103GB(=96GiB)

* GPU: NVIDIA M2050 515GFlops, 3GPUs/node 4224 NVIDIA “Fermi” GPUs

*SSD 60GB x 2 120GB * 55.8GB node Memory Total : 80.55TB
120GB x 2 240GB % 103GB node SSD Total : 173.88TB

* 0S: Suse Linux Enterprise + Windows HPC 7
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= The problem: Transparent checkpoint libraries such
as BLCR do not support CUDA applications

= Solution:

= Send all data from device to host
Destroy all CUDA context
Make BLCR checkpoint
Reallocate CUDA resources
Restore the data on the device
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= The problem: After reallocation, the address or
handle may differ from previous one.

= Handles are opaque pointers: can be virtualized

= Addresses must be visible for user application and
may be kept in the device memory space

= The memory address of a device memory region
reallocated after checkpointing must be the same
as that before checkointing
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= We record all API calls related with the device
memory address (such as cuMem*(), cuArray*(),
cuModule*() ) and replay them when restoring

= We optimize by removing locally resolved alloc-
free pairs from the record

= The time for replying is negligeable compared
with the BLCR checkpointing procedure
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i = Pinned memory is a memory region on host
memory that improve data transfers by DMA cont.

= \WWe have to reallocate the pinned memory at the
same address as before checkpointing

= Replay strategy Is not possible in this case.

= |f we don't use pinned memory we have to serialize
data transfers and kernel executions.

= malloc()-ed memory to CUDA pinned memory?
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Multi-level
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- = Faster than Remote-disk checkpoint
= Decrease the I/O load
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Faster than Remote-disk checkpoint
Decrease the I/O load

Not-heterogeneous systems can take advantage of
this checkpoint framework

Dedicated Fault-tolerance threads
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- = Faster than Remote-disk checkpoint
= Decrease the I/O load

= Not-heterogeneous systems can take advantage of
this checkpoint framework

= Dedicated Fault-tolerance threads
= In-memory checkpoint if not SSD/HDD
= Extra nodes to deal with memory limits
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i= \We need more information about failures in HPC
= Better understanding of different kind of failures

= Portable fault tolerance technigues
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Thank you

Questions?

November 22nd, 2010 Forth workshop of the Joint Laboratory 21



	Página 1
	Página 2
	Página 3
	Página 4
	Página 5
	Página 6
	Página 7
	Página 8
	Página 9
	Página 10
	Página 11
	Página 12
	Página 13
	Página 14
	Página 15
	Página 16
	Página 17
	Página 18
	Página 19
	Página 20
	Página 21

